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The loT: Brain dump
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The loT solution : Component diversity




|OT Solution :Technologies Diversity

Connectivity
Augmented Reality

Decision Support Signal processing Free Mobility
Object detection Flexible electronics Mobile computing

Voice detection Coegle gz Machine learning
Big Data
Image browser
Social network
Data networks
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loT solution: Application diversity
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Industrial loT
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E health & M health
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Digital I
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><

» global e Health products and services market stands
at $130 billion
« grows to $160 billion by 2015.

\_ J

* More than 7 Billion mobile network
subscriptions worldwide

* m Health market account for $9 Billion in
2014, grows to $23 billion by 2017

* m Health could save 99 billion EUR in

healthcare costs in the EU

~\
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loT based solution



Step 0: Application Selection
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Step 1: authentication
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Ref: Reid Carlberg

THESISICIALMACHINE

Settings

Server URL: https://login.etherios.com
Username:

Password:

Sensor Upload Frequency: 5
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https://developer.salesforce.com/blogs/developer-relations/author/reid-carlberg

Step 2: Device identification
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Step 3:

17

Event set up

Alarm Type Dia channel data

Severity | Medium |
Name iPhone Low Light
Description Detects low light level with iPhone sensor .
Fire Condition [ Reset Condition
Dia instance LT S Dia instance wgnt |+l
Type Numeric - Type Nu =
Conaition ~ = Conastion ~ =
value 01 value 01
Seconds \2 Seconds -

To configure notification preferences, please go 10 Administration > Account Settings > Notifications.




Step 4: Response set up
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iPhone Low Light

Alarm when luminousity is less than 2
Status Active Device Cloud

Past 30days Ooccurrences Alarm Type Luminosity
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|IOT functional architecture



|OT protocol layers
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The Hardware

Wireless link
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loT hardware
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Device Connectivity Protocols

a WiFi

0 Bluetooth
0 RFID

0 ZIGBEE
o NFC

O Ethernet
Q LTE

o 3G

o GSM

o CDMA
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4G Wireless
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* High peak data rates (up to 10 Mb/s)
in a 5 MHz channel
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Interesting Projections
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Mobile

Laptop

Devices

Mobile computing

—

Author’s perceptions

4 )
* No TV station. No operator. No TV in present form. Perhaps
it fits in your handbag!
* No Mobile network in the present form. No mobile phone! It
is almost same as TV in smaller form factor. Can be sold in a
_ stationary shop for $2 )
(« No lap top or its accessories in present form. TV, Mobile & )
Laptop can be a single device( e-stick ?) of foldable pen size
or come out with a bigger version for TV ( with
. differentiating features) Y,

Booms to 40 Billion by 2020 but falls off rapidly as many \
sensors can be integrated in to a single device by
2030.(camera does the most).Data intensive devices

directly talk to the cloud. Again increases by 2030, as the
Memory becomes very cheap and Sensors can have their

\ own memory. )

("« Slowly increases to support loT data processing in spite of
cloud computing. Increases rapidly around 2025 due to
sensors integration and reluctance to use the cloud due to

\____privacy. y




Connectivity: example

Google glass

Temperature sensor
camera

Water/liquid gauge
TV

Mobile phone
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loT software




Requirements of WSN (software)

% Smart and autonomous
¢ Auto-configuration
¢ Self monitoring and self-healing

* Anomaly detection and tracking

29
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Communication protocols of loT
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PROTOCOLS MQTT CoAP XMPFP SOAP UPnP
XML Based No No Communications Relies on XML No
protocol for mformation set
message-oriented for its message
middleware based format
on XML
TCP/UDP TCP UDP TCP Both TCP and UDP
UDP
IPv4/TPv6 1Pv4 IPv6 IPv4 IPvG 1Pv4 IPv6 IPv4 IPv4 IPv6
M2M support OASIS ETSI - --- -
Standard Standard
USAGE From Simple Video, File Implementation Permits
Pervasive electronic transfer, gaming, of web services networked
devices to a devices, IoT apps such as In computer devices to
server/small Resource smart grid & social networks seamlessly
message constrained networking discover each
broker. devices services other presence

on network




Event notification service of IoT @work
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ENS acts as a common
collector and distributor of
events

Events come from multiple
heterogeneous sources

Devices can subscribe to
specific subsets of events



Publish-Subscribe software architectural style
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Middleware

= Lies between the technology and the application.
= SOA (Service Oriented Architecture) middleware

Senvice

Locate)—®  Registy [€ Fublish()
Sernvice R e QU2 5 m— :
Requestor e Rasponse Service
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Object as a (web)service

loT@Work
Directory Service

Object Info
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Service Management

= Basic set of services :
= QObject dynamic discovery
= Status monitoring
= Service configuration

= Functionalities related to QoS

35
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Upnp+ Protocol for loT

Discovery:
Device advertises itself with in a Network
& enables discovery

Description:
After the discovery, control point hits the URL to get the
description(Xml)

Addressing:
Auto generation for ease of use

36



Upnp+ Protocol for loT

Presentation:
focus on Human Machine Interfaces

Eventing:

This step is closely coupled with Control actions

Control:
control point ask device services to invoke actions and receive
responses

37



The Subscription Setup Protocol

= Subscription Setup :
Role Publisher, Subscriber
Subscriber -> Publisher : request [ out ID , out metadata |
Publisher-> Subscriber : accept [ in ID , in metadata , out ID ]

Publisher -> Subscriber : reject [ in ID , in metadata , out ID ]

38



Actions on the nodes

= Nodes can be:
= Created Createlnstance()
= Read GetValues()
= Updated SetValues()
= Deleted Deletelnstance()

= Notified Alarming Feature: UPnP state variable event
including the node & value of the node

39



Factors affecting SLA over the loT

 Variations in platform of application sw (speed of execution)

% connectivity

s Granularity of software ( dictate inter-process communication overhead)
+ Database organization ( hierarchy and granularity)

+» Data retrieve mechanism and policies

s QoS protocol

% Sla policies

s Client Platform

* middle ware

40



TV white space

* Bursty requests
v e - Prioritized service

LR AR - Flooding

Typical usage of URF TV spectrum in @ specific location

Ack: Nominet

41
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Features of the loT

Heterogeneous tra

43

Multiple users




Issues

Large app objects Millf‘fg.lg gerwc:}s

H

Under/over usage of reSotrcCe
44



The issues
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Processing

* Computing power
* Bursty request

» Scalability

* Optimal resource

utilization-

Data

Memory
Security
Analytics
Physical size
Speed

Connectivity

* Device identification

» Traffic shaping

+ Heterogeneous service

* Heterogeneous device

e Fading
*  Multipath
* Address space

Power

Optimal expenditure
Optimal capacity
Power Quality

Charge time & duration
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solution

est
i

Bosty requ
e Y

W ¢
% 9.

Fractal thodel

Traffic shaper
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Processing issues




Processing issue
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. Computing power

Vast resources
Heterogeneous platforms
Multiple service APIs
Multiple versions
Multivendor tools

Super computer!

Buy what you want

Buy when you want

Buy as much as you want
Jump the “Q”!



Resource utilization

Capacity

Resources

\ 4

Time

Static data center

50

Resources

Demand

~

i d
Time

Data center in the cloud



CPU usage

Violation

Threshold (T)

CPU Utilization
(V)

Time

51



Demand monitoring

Short-term burst

Monitoring-as-a-service:Georgia tech

52

7 _____

Repeated violation



Sampling of the status

**Reduce sampling frequency if violation likelihood
less than threshold

Monitored |

Value V2

Time

53



Processing Issue: Bursty request
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Load pattern

= “Bursty” request patterns especially when high levels of peak utilization.
= The workloads are varied and non-uniform in nature.

= under bursty workload conditions, fractal model can accurately predict bursty
request processes

= the fractal model based optimization works better by an average of 30% for
resource utilization , power reduction and job completion time.
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Bursty traffic

" Fractal traffic in Hadoop:

= |n HDFS during input file loading and result file writing, high
amount of data replication across cluster nodes make traffic
bursty

= In data shuffling phase of MapReduce multiple mapper
nodes terminate and send their results to reducer nodes with
Many to one traffic.

56



Handling of bursty traffic
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Handling the surges

Flood control:

=  Static server provisioning (dam building) for large time scales and cross-IDC load shifting (water
balancing) for small time scales

load balancers

®  Each client has the visibility of each single resource allocated to it. Balance the load of the application

among the resources of the platform. Prevent the occurrence of resource overload and handlre runtime
failure of resources

Add more web server instances, database replications

= Return after flooding or put to power save mode

set up web site health monitoring

= Traffic sensing detect specific resource conditions, such as resource response times and pool
membership configuration

Fractal traffic predictor and controller
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Processing Issue: scalability
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Load balancing

Consumer

Consumer

-~

server 1 * e server R
i A
Request Response Reguest Response
\ A ) 4 \
[ ...--_:::;:2'-::"" Load balancer device
'y
Request Response Request Response
=P Measurements --------. X - Measurements --=-,
i New session H 1 New session i
[ollc L request ( ' ¥ request e
Controller Monitor N
Admission/ \ / Admission/
rejection rejection
of new session of new session

L] L] L] i ,i L] L]
Maximum response
times (SLAs)
Load balancing cluster (provider server & application server) /

Monitoring Service

SLA Policy Engine

Load Balancer

|| Configuration

Service Manager

Service

Maenitoring Service

)
/’ \
“_,.-"'

\
Scheduler

2IM03NY2LY PnojD emM\e—szEE Wta nager



Balanced and unbalanced workflow structure
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High Scalability

= Service replication:

= cloning of services during run time to optimize the service load. Also
used to support the nodes to achieve QoS especially during large service
load.

= enhances service scalability
= Service migration:

= (Calls for placing a running service on an alternative node when a
particular node unable to meet agreed QoS .

61



VM migration: Resource re-allocation
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= Re-contextualisation

Device A

Host A
Virtual Machine

—»

‘Hmﬂﬂ
Context)|
My

(1) bpetach

o]
(2)
igrate

Host B
Virtual Machine

—~——

|Hustﬁl
Context

"

-

(3) Attach

>




Resource utilization with scaling of Requests
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Monolithic Application
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Dynamic resource allocation
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Optimal Cloud architecture
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Processing issue: Optimal resource utilization

Data Routing

App-X Cluster App-Y Cluster
— T Host-A HOSt1 gy | g HoSt-A

Data Store Cluster

67



Data routing

= Data routing happens over network switch
= During congestion packets are dropped

= Network buffers management policies can lead to poor latencies (if
buffers become too large)

= also leading to a lot of packet droppings and low utilization of links

68



Sensor cloud example: Packet drop

H: the max : the min
I;hrP_shold r_hreshold

Arrival

Random p cl: t drop
==

Sensor
Processing
as a Service
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Working of RED

INCOMING
PACKET

v
CALCULATE AVERAGE
QUEUE SIZE

IF MaX_THRES = AVG

IF MAX_THRES = AVG = MIN_THRES

IF AVG < MIN_THRES

CALCULATE DROPFPING
PROBABILITY

IF LOW PROBABILITY

ENQUEUE PACKET

IF HIGH PROBABILI

DROP PACKET
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Packet Drop Probability

p, = Max

avg—min,

" max, —min,,

71

: av
min,  max, g



Working of predictor

= Prediction tools predicts the congestion based on data flow rate,packet loss etc

= The monitoring tools has option to setup alert for some threshold value, after which an alert is sent to
sources

= The weighted random early detection (WRED) running inside switch alert the node to control the flow rate

= Better method is to collect the bandwidth usage from all nodes and switches and create the mapping for
switches and nodes to help easily predict the data flow

= Random Early Detection (RED) make scheduling decisions at each switch.
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WRED

Monitor 1 Local Violation /
st Budget
Won o .
onsumption
_—
Monitor 2 6 Coordinator
«~——
/ Feedback
Monitor 3 Window Signal

Adjustment
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Performance with RED and 3 step prediction
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sl No.of Variance with Variance Max Max Queue

Sources RED with queue with
prediction With RED | prediction

1 20 125.2279 106.8508 404 404

2 30 134.0159 120.8611 475 475

3 40 140.5793 128.3137 539 539

4 60 142.8687 111.8134 654 654

5 80 177.0254 126.0417 738 735

6 100 194.5093 138.2350 822 822
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Data management issues
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Data management issue : security

privacy protection

Legal/regulatory
+ Consumer consent
» Collection limitation

» Usa limitation

Technical
* Encryption

+ | D manage ment

» Privacy-enhancing
technologies (PETS)

Economic/market

H + Self-regulation
P"va‘::y + Codes of conduct

Protection » Privacy certification

+ Consumer education|

Source MU

Socio-ethical
* Consumer rights
* Public awaneness
» Discloswre

= consumer advocacy



Data Management issue: Memory

In-place computation

Sensor attributes In place computation Far off computation

1 Energy more less
2 storage more less
3 communication less more
4 Overall delay less more
5 Accuracy ? ?
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Data management issue

Quantum memory

. Physical size

O A bit of data in one of two states denoted by

O A single bit of this form is qubit

and

Light pulse of
frequency A for

Excited time interval t
State

N

Ground
State

Electron
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Data management issue: Access speed

Fog Architecture :Hierarchy

Response Times
Area Coverage

Global coverage

Minutes to
Days

Seconds to

. Minutes
2nd Fog Tier.

Historical Data
Milliseconds to

. sub-seconds
Local coverage 1st Fog Tier

Operational and non-operational data

Grid Sensors, Automation Systems

Source: Wikipedia
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Fog computing

| Requirement | Cloud Computing | Fog Computing
Latency High Low
Delay Jitter High Very low
Location of server nodes Within the Internet | At the edge of the local network
Distance between the client and server Multiple hops COne hop
Security Undefined Can be defined
Attack on data en route High probahility Very low probability
Location awareness No Yes
Geographical distribution Centralized Distributed
Number of server nodes Few Very large
Support for Mobhility Limited Supported
Real-time interactions Supported Supported
Type of last mile connectivity Leased line Wireless
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Data management issue: Analysis

® Contextual voice modulation

< Voice input voice output

<& Handwritten Input
® OCR ® Speech synthesis

® Speaker recognition

¢ Voice input text output
® Speech recognition

Complexity

< Textinput text output
® NLP

Time
81



Cognitive components: eg. Dialog system

Multiple contemporary sessions

: Adapt to unknown user
Dialogue

adaptation Adapt to returning user
subsystem

Interruption & resumption

Online ASR adaptation for
speaker

Incomplete/fragmented utterances

Emotions & intentions

82
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Power issues




Power issues: Optimal expenditure

Expenditure load balancing

= |n Wireless Mesh Networks, by allowing nodes to relay messages for other nodes, the distance
that needs to be bridged can be reduced, reducing the energy needed for a transmission.

The number of transmissions a node needs to perform increases costing more energy.

Decides whether or not to relay traffic. The usage of nodes having low capacity should be avoided for relaying
traffic.

= Routing algorithm provides cheapest route based on number of hops within a mesh network.
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Power Issues: Optimal capacity
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Energy harvesting

Ambient energy from light, vibration, and heat may be used to run a low power WSN.
= generate more than 150uW of power, enough to run a IPv6 routing node in a 802.15.4e network

More brightly lit areas, such as workstation areas and reading surfaces, have 500 lux of
lighting.

= With 200-300 lux of light, small photovoltaic cells can supply sufficient power to operate an IPv6
router in a 802.15.4e network.

Thermal Electric Generators (TEGs) produce power from the heat of hot surfaces, such as
computer monitors or high-current motors.

The energy produced from a temperature differences of even 10°C becomes usable as an
energy source.

= The typical difference between internal body temperature and room temperature is about 15° C.
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Connectivity issues




Connectivity Issue: Varied priority

Qosoncloud  App1...n
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Traffic class

—_— Queuing, Per-port
Guaranteed Shaping Engine 0 static buffer

traffic

o Queuing, Per-port
ing Rate 8 Shaping Engine 0 static buffer
controlled
Queuing, 0 Per-port
Best effort Shaping Engine static buffer

traffic

Queuing, Per-port
Shaping Engine static buffer
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Queue D
Queue 2
Queue 3
Queue 4

Queue D
Queue 2
Queue 3
Queue 4

Queue D
Queue 2
Queue 3
Queue 4

Queue 0
Queue 2
Queue 3
Queues 4



Resources for multiple classes

= 1. Immediate reservation:
= Resources are provided right away or rejected.

= 2. |n-advance reservation:

= Resources must be available at specified time. Often an a fixed price charge is required
to initiate a reservation and another rate is charged for the instances throughout the

duration of the reservation.
= 3. Best effort reservation:
= request are queued and serviced accordingly.
= 4. Auction based reservation: customers bid
= for a particular configuration. As soon as dynamically adjusted resource price lowers
the bid amount the resources are allocated.
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Predictor

= Auto-regressive moving average (ARMA) model used for incoming workload

= The forecasting module predicts the work-load ahead of time

= The controller estimates the number of necessary resources (e.g., processing cores)
= The Predictor controller ensure a base level of guaranteed rate,

= Predictor can proportionally share available resources among applications with more demands
than their guarantees
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Packet marking

Differentiated Services Codepoint (DSCP) Currently
RFC2474 Unused
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Relative QoS

= Need: different goals are set for different entities.
= Some users take the shortest finishing time as priority,
= some take the lowest cost as priority

= For some, the goal is to achieve optimal matching between simulation tasks and virtual
machines

= For others, to satisfy the applied multi-dimension QoS needs.
= Tiered model
= different clients get different levels of service

= Jobs of low-priority clients may be preempted (aborted or suspended) by jobs of high-priority Clients
= on-demand instances available when there is no demand for reserved instances

= each client gets an absolute guarantee (for receiving resources and for price paid)
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Ease of plugin

= |t's important to immediately know
= when an IoT device drops off the network and goes offline
= when that device comes back online

= Presence detection of IoT devices gives an exact, up to the second
state of all devices on a network.

= ability to monitor 10T devices and fix any problems that may arise
with the network



evice discovery through upnp

Control
User Point Device
IMSEARCH(DevType)

Device Description e
fg
[ N S
B TLS Handshake
< e

~—
HITP§GE_|’ (Dev, Svc Desc)

- -
Control Point has only
_GetAssignedRoles()

Public Role, indicating ==
[ o S G-

need for introduction
T e
R _SendSetuphlessage(Get M1)
Optional... Used if Device

—1 i
e
( Show Device Info |
. o2
. ) has a display, to tell it to
Select Device for 2B
[ > » egin showing PIN
_SendSetupMessage(M2D)| P (Device may also request
—_ = 2
- W user confirmation)

secure setup
WPS ACK e
-

g ———%., —
Prompt User to ) Begin Displaying PIN, )
enter PIN J if appropriate
. - N 7
———Device's PIN—» 4 Round-trips of WPS
SendSetuphessage(M2 4, S‘M&V/ Registration Protocol.
> oy e =52t
WPS M3, M5, 7 +
-
v \\§‘\ Device assigns
“~__default Role (e.g..
Basic) to Control Point

v
S o

“Control Point can now"
{use actions available to
default Role >

i

N

S
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Resolution
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# Issue Resolution

2|1 Processing power Cloud
g 2 Bursty request Fractal model
8 3 Scalability Migration & Load balance
E 4 Optimal resource utilization Prediction based allocation
5 Memory Inplace computation
6 Security
7 Analytics Cognitive
S |8 Physical size Qbit
8 9 Speed Abstraction, fog computing




Resolution
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Connectivity

# Issue Resolution

10 Device discovery uonp

11 Resource utilization Traffic shaping

12 Varied priority/heterogeneous services QoS

13 Heterogeneous devices( renderers)

14 Fading

15 Multipath

16 Address space Transition to IPv6 — Internet protocol v6
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Enterprise Dev environment

Network
Infrastructure

Network
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Software
Infrastructure



Enterprise |0T: Test automation

\A \Y V3

EU India

NM | Xray

Pytho
n
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V4

Apac

U

Tk

Application
Tcl ] PRP
Servicel
Pythan
Test script

Client application

Services

Platform

Infrastructure

Service



Ul objects

Client Application

Object selector

Services

Platform

Infrastructure




Design Examples




Design using loT

= Parameters
= Right choice of scope
= l0Ts
=  Technologies
= Connectivity & solution
=  Design
= Algorithms
= Objects/components
= Stake holders
= features

" Issues



Design issue

= Possible use-cases and solution( technologies, input, output..) around
= google glass

MOBILE
HOME S - e
@ e o Network
@ Infrastructure .
INDUSTRIAL Network Data Center
Gateways
Things

= Best solution for car parking in a lot: It should indicate location of empty slots
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Source: Digi.com.



Machine Augmented Advisor

Hey! Take an

umbrella . It is

likely to rain in
the football

Hey! Take A ground although
diversion to left. 1 - Sunny here

Today U can’t go

right as there is
an accident

blocking the road
2 kms ahead

Maa Integrates GPS, Local news Maa Integrates GPS, weather report
channel (FM) & daily routines and inbox (calander)

Hey! Your friend,
whom u met
yesterday, had a
cardiac arrest in

the morning.
Would u like to
visit him ?

Maa Integrates & tracks Personal
activities, Web accounts & social
10 network
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Key Takeaway
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= Scalability * Analytics
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service
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Summary

~

»Better prediction of the data traffic holds the key for the optimization

*»Optimal utilization of the resources plays a crucial role for the

performance of the IoT devices

*sData traffic from devices exhibits a variety of statistical features,
that may be exploited for prediction

»Better organization of the software in to multiple modules helps to

\achieve enhanced performance /
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